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Introduction
 
 
 

Part I: A Strong Case for Replay

Like our brain, current state-of-the-art deep neural networks can be trained to impressive performance on a wide variety of individual tasks. Unlike our 
brain, when these networks are trained on a new task, they typically forget any previously learned tasks. A simple solution for such ‘catastrophic 
forgetting’ is to store examples from previous tasks and revisit them when learning new ones. Despite its effectiveness, such ‘replay’ or ‘rehearsal’ seems 
not to be a scalable solution as constantly retraining on all previous tasks is very inefficient and the amount of data to be stored becomes unmanageable 
quickly. Yet, in the brain – which clearly has implemented an efficient and scalable algorithm for continual learning – the replay of previous experiences is 
believed to be important for memory consolidation [1,2]. Inspired by this seeming paradox, here we revisit the use of replay as a tool for continual 
learning in artificial neural networks (ANNs). 
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Part II: Brain-Inspired Modifications Enable Generative Replay to Scale 

Learning without Forgetting (LwF): Inputs from the current task are replayed, after they have 
been labelled by the model trained on the previous task [4].

Elastic Weight Consolidation (EWC) / Synaptic Intelligence (SI): These metaplasticity-inspired 
methods slow down learning for parameters important for previous tasks, by adding a regularization 
term to the loss that penalizes changes to parameters depending on their estimated importance [5,6].

Context-dependent Gating (XdG): For each task, a different random subset of units is gated 
(i.e., their activations set to zero) [7]. As this method requires availability of task identity at test 
time, it cannot always be used.
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Exact Replay (ER): Data from previous tasks is stored and 
interleaved with the training data of later tasks. However, storing 
data is not always possible (e.g., privacy / safety concerns, limited 
storage capacity) and it is unclear how the brain could do this.

Generative Replay (GR): An alternative is to generate the data to 
be replayed. Besides the main model (M) for solving the tasks (e.g., 
classifier), a separate generator (G) is trained [3]. We use a standard 
variational auto-encoder (VAE). When training on a new task, images 
generated by the (previous) generator are labelled by the (previous) 
classifier and interleaved with the current task's training data.

Replay-through-Feedback: The generator [G] is 
merged into the main model [M] by equipping it 
with generative feedback or backward connections, 
resulting in a VAE with added softmax layer.

Conditional Replay: To enable the network to 
generate specific categories, the standard 
normal prior is replaced by a Gaussian mixture 
with a separate mode for each category.

Gating based on Internal Context: For every 
task or class, a different, randomly selected subset 
of neurons is inhibited during the generative 
backward pass.

Internal Replay: Instead of representations at 
the input level (e.g., pixel level), hidden or internal 
representations are replayed.
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Neuroscience	Interpreta�on

  Replay might be necessary for class-incremental learning
  Generative replay can be remarkably efficient and robust
  Relatively simple, brain-inspired modifications enable
   generative replay to scale to more challenging problems
  Besides a SOTA solution for an unsolved problem in AI,
   our work provides a novel model for replay in the brain

...
Permutation 1 Permutation 2 Permutation 100

# of permutations so far

Te
st

 a
cc

ur
ac

y

Joint
Combination: BI-R + SI

None
GR

SI

1 20 40 60 80 100

0.4

1

0.6

0.8
BI-R

LwF

EWC

Online EWC

Other
methods

Te
st

 a
cc

ur
ac

y 0.8

0.6

0.4

0.2

1

0
1

Replay batch-size (log-scale)
4 16 64 256

Class-IL

Other
methods

Te
st

 a
cc

ur
ac

y 0.8

0.6

0.4

0.2

1

0
10 100 1000

# units in hidden layers VAE (log-scale)

Other
methods

Te
st

 a
cc

ur
ac

y

0.9

0.8

1

1 4 16 64 256

Task-IL

10 100 1000Other
methods

Te
st

 a
cc

ur
ac

y

0.9

0.8

1

Replay batch-size (log-scale)

# units in hidden layers VAE (log-scale)

XdG
SI LwF
None
GR with reinitialization
Generative Replay (GR)

EWC

Input

Softmax

New data Generative Replay

Input

z
"Hippocam

pus"

"C
ortex"

Main model Generator

Input

Softmax

New data Exact Replay

"Hippocam
pus"

"C
ortex"

Model Data storage

y(t) sample z

M G

X(t)
(X(1),y(1))

M G ...
Task 1

(X(2),y(2))

M G

Task 2

(X(1),y(1))
(X(3),y(3))

M G

Task 3

X(1),y(1)
X(2),y(2)

LwF

# of classes so far

Te
st

 a
cc

ur
ac

y
(b

as
ed

 o
n

cl
as

se
s 

so
 fa

r)

20 40 60 80 100

0.4

0.6

0.8

0.2

0

Task-Incremental Learning (Task-IL)
Choice only between classes within given task

Class-Incremental Learning (Class-IL)
Choice between all classes seen so far

# of tasks so far

Te
st

 a
cc

ur
ac

y
(o

ve
r 

al
l t

as
ks

 s
o 

fa
r)

Joint
BI-R

None

GR

SI

2 4 6 8 10

0.6

0.8

0.7
Joint

BI-R

None / GR

Task / Episode 10Task / Episode 2

...
(10 classes)

 
(10 classes)

 
(10 classes)

 

Task / Episode 1

BI-R + SI

LwF
SI / EWC

EWC

Input

Softmax z

New data

Hidden
Replay

"Hippocampus"

"Cortex"

Input

Softmax z

New data Replay

M G

Input

Softmax z

New data Replay

Input

Softmax z

New data Replay

# of digits so far
2 4 6 8 10

0.8

0.6

0.4

0.2Te
st

 a
cc

ur
ac

y

1

0

# of tasks so far
1 2 3 4 5

1

0.9

 

Task-Incremental Learning (Task-IL)
Choice between 2 known digits (e.g., '0' or '1'?)

Class-Incremental Learning (Class-IL)
Choice between all digits seen so far

Te
st

 a
cc

ur
ac

y

Task / Episode 1

Joint (upper bound)

None (lower bound)

Generative Replay

LwF

Joint

None

GR

SI

LwF

XdG
EWC

EWC

Task / Episode 2 Task / Episode 3 Task / Episode 5Task / Episode 4

SI

0.8

ER (b=1000)
Exact Replay (b=1000)


