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As proposed by [3], along with the classifier, a separate generative model is sequentially trained 
on all tasks. When training on a new task, images generated by the (previous) generative model 

are labelled by the (previous) classifier 
and interleaved with the current task's 

training data. Both the classifier and 
the generative model are trained 

with replay.

We integrate the 
generative model into 
the classifier by 
equipping it with 
generative feedback 
connections. The 
resulting model is a 
symmetric variational 
auto-encoder [4] with 
added softmax 
classification layer.

Instead of replaying at 
the pixel level, we replay 
images at the hidden 
level. Intuition is that it 
should be easier to 
generate such hidden 
representations. The 
forward connections 
that are not replayed 
are pre-trained and 
frozen.

Current state-of-the-art artificial neural networks can be trained to achieve great performance on a wide variety of individual tasks. However, when trained on a new task, 
standard neural networks lose most information related to previously learned tasks, a phenomenon referred to as "catastrophic forgetting". The human brain, in contrast, 
can continually learn new tasks without such dramatic forgetting of previously acquired information. It is thought that the offlne reactivation of memory-representing cell 
assembly patterns in the hippocampus is important for this capability [1,2]. Here, we explore the possibillity of adding reactivation to artificial neural networks in order to 
reduce catastrophic forgetting. We show that generative replay outperforms competing methods on all setups of a task protocol involving classification of MNIST-digits, 
and we propose two brain-inspired improvements to make this strategy scalable to task protocols with more complicated inputs.
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Setup 1: Incremental Task Learning Setup 3: Incremental Class LearningSetup 2: Incremental Domain Learning

Tasks
21 3 4 5

Te
st

 a
cc

u
ra

cy
(o

v
e
r 

a
ll 

ta
sk

s 
so

 f
a
r)

Sequential

Joint

LwF
SI

RtF
DGR

1

0.8

0.6

0.4

0.2

Tasks

0.8

0.7

0.6

0.5

2 4 6 8 10

Te
st

 a
cc

u
ra

cy
(a

v
e
ra

g
e
 o

v
e
r 

a
ll 

ta
sk

s 
so

 f
a
r)

Sequential

Joint
LwF
SI

RtF & hidden

DGR

Task 10Task 2

...
(10 classes) (10 classes) (10 classes)

Task 1

(all networks use pre-trained convolutional layers)

→  Generative replay outperforms competing methods in all setups

→  RtF and DGR perform similarly, with the computational costs of RtF being
     substantially smaller

→  Straight-forward implementation of generative replay does not scale well
     to task protocols with more complicated inputs

→  Replaying hidden representations enables generative replay to also be
     successfull on task protocols with natural images

Task identity is provided. For this task protcol, this means that 
the choice is always between two known digits (e.g., is it '0' or 
a '1'?).

Task identity is not provided, but also does not need to be inferred. 
This means the choice is whether a digit is a "first class" or a "second 
class" (e.g., is it in ['0', '2', '4', '6', '8'] or in ['1', '3', '5', '7', '9']?).

Task identity is not provided and needs to be inferred as well. 
This means the choice is between all digits (i.e., choice from 
'0' to '9').

Methods to compare against

Learning without Forgetting (LwF): Following [5], the inputs from the current task are labelled 
by the previous classifier and replayed (i.e., compared with DGR, the generated input samples are 
replaced by the current task's inputs).

Synaptic Intelligence (SI): Following [6], it is aimed to slow down learning for parameters that 
are important for previously learned task. To achieve this, a regularization term is added to the 
loss that penalizes changes to parameters depending on their estimated importance.

Sequential: The base model is sequentially trained on all tasks.

Joint: The base model is always trained using the data of all tasks so far.


