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Abstract

One of the most popular methods for continual learning with deep neural networks is Elastic

Weight Consolidation (EWC) [1], which involves computing the Fisher Information. The exact

way in which the Fisher Information is computed is however rarely described, and multiple

different implementations for it can be found online. Here, I discuss and empirically compare

several often-used implementations, which highlights that many currently reported results

for EWC could likely be improved by changing the way the Fisher Information is computed.

Continual learning

A model fθ has been trained on a task by optimizing

loss `old(θ) on training data Dold ∼ Dold, resulting in

weights θ̂old. Goal is to continue training this model on

a new task, by optimizing loss `new(θ) on training data

Dnew ∼ Dnew, such that the model maintains its per-

formance on the previous task. Unfortunately, contin-

ued training by only optimizing `new(θ) results in catas-

trophic forgetting.

Scope: continual classification with neural nets

(i.e., fθ models the conditional distribution pθ(y|x)).

Elastic Weight Consolidation (EWC)

When training on a new task, rather than optimizing

only `new(θ), EWC adds an extra term to the loss that

involves the Fisher Information:

`EWC(θ) = `new(θ) +
λ

2

Nparams∑
i=1

Fi,iold(θ
i − θ̂iold)

2

with λ a hyperparameter and Fi,iold the ith diagonal ele-

ment of the model’s Fisher on the old data.

Definition of the Fisher

Following Martens [2], the ith diagonal element of

the model’s Fisher on the old data is defined as:

Fi,iold := Ex∼Dold

 Ey∼pθ̂old


δ logpθ (y|x)

δθi

∣∣∣∣∣∣
θ=θ̂old


2



In this definition, there are two expectations:

1. an outer expectation over Dold, which is the

(theoretical) input distribution of the old data

2. an inner expectation over pθ̂old
(y|x), which is the

conditional distribution of y given x defined by

the model after training on the old data

The different ways of computing the Fisher that can

be found in the continual learning literature differ in

how these two expectations are computed.

Different ways of computing the Fisher

Exact

Fi,iold, EXACT =
1

|Dold|
∑

x∈Dold

Nclasses∑
y=1

pθ̂old
(y|x)

δ logpθ (y|x)
δθi

∣∣∣∣∣∣
θ=θ̂old


2


Sampling data points

Fi,iold, EXACT(n) =
1

n

∑
x∈S(n)

Dold

Nclasses∑
y=1

pθ̂old
(y|x)

δ logpθ (y|x)
δθi

∣∣∣∣∣∣
θ=θ̂old


2


Sampling labels

Fi,iold, SAMPLE =
1

|Dold|
∑

x∈Dold

δ logpθ (cx|x)
δθi

∣∣∣∣∣∣
θ=θ̂old


2

with cx ∼ pθ̂old
(.|x)

Empirical Fisher

Fi,iold, EMPIRICAL =
1

|Dold|
∑

(x,y)∈Dold

δ logpθ (y|x)
δθi

∣∣∣∣∣∣
θ=θ̂old


2

Batched approximation of Empirical Fisher (e.g., [3, 4])

Fi,iold, BATCHED(b) =
1

|D(b)
old|

∑
B∈D(b)

old

 ∑
(x,y)∈B

δ logpθ (y|x)
δθi

∣∣∣∣∣∣
θ=θ̂old


2

Empirical comparison

Figure 1. Performance of EWC on Split CIFAR-10 with different ways of computing the Fisher
Information for a wide range of hyperparameter values.
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