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Class-incremental learning

• Main challenge:
à Learn to distinguish between classes 

that are not observed together

• Existing strategies:
• Storing previously seen examples
• Generative replay
• Parameter regularization
• Bias-correction

(e.g., DGR; Shin et al., 2017 NeurIPS;  BI-R; van de Ven et al., 2020 Nature Communications)

(e.g., EWC; Kirckpatrick et al., 2017 PNAS;  SI; Zenke et al., 2017 ICML)

(e.g., CWR; Lomonaco & Maltoni, 2017 CoRL;  AR1 Maltoni & Lomonaco, 2019 Neural Networks;  “Labels trick” Zeno et al., 2019 arXiv)



• Directly learn 𝑝 𝑦 𝒙 , or argmax
!

𝑝(𝑦|𝒙). • Learn 𝑝(𝒙, 𝑦), factorized as 𝑝 𝒙 𝑦 𝑝(𝑦), and 
classify using Bayes’ rule

Discriminative classifiers Generative classifiers

• Learn rules / shortcuts / features to distinguish 
between the classes to be learned

• Comparison between classes is during training

• Learn a model / template / representation for 
each class to be learned

• Comparison between classes is during inference

Generative classification rephrases a class-incremental problem as a task-incremental 
problem, whereby each ‘task’ is to learn a class-conditional generative model.

Proposed strategy:  generative classification

(see van de Ven & Tolias, 2018 NeurIPS workshop)



𝑝 𝒙!"#! 𝑦 = 1

&𝑦(𝒙!"#!) = argmax
'

𝑝 𝒙!"#! 𝑦 = 𝑖

Schematic

Making a classification decision

(1) Estimate class-conditional likelihoods

(2) Classify using Bayes’ rule

𝑝 𝒙!"#! 𝑦 = 2 𝑝 𝒙!"#! 𝑦 = 3

Naïve implementation for proof-of-principle

- Separate VAE model for each class

- If a pretrained network is available, 
the VAE models are trained on the 
latent features

- Class-conditional likelihoods are 
estimated using importance sampling

- The total number of parameters is 
similar to that of generative replay

. . . 



Results

All experiments were performed 10 times with different random seeds, reported is the mean (± SEM) accuracy over these runs. Code to replicate: https://github.com/GMvandeVen/class-incremental-learning.

https://github.com/GMvandeVen/class-incremental-learning


Results: generative replay vs. generative classification

All experiments were performed 10 times with different random seeds, reported is the mean (± SEM) accuracy over these runs. Code to replicate: https://github.com/GMvandeVen/class-incremental-learning.

Generative classification?

Generate samples to train 
a discriminative classifier?

How to best use a learned generative model?

https://github.com/GMvandeVen/class-incremental-learning


Take-home message

• Generative classification is a promising strategy for class-
incremental learning and a fruitful direction for future 
research
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