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Catastrophic forgetting
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Elastic Weight Consolidation (EWC)

• One of the most popular continual learning methods, >8000 citations (Google Scholar)

• Used as baseline in large proportion of continual learning studies
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EWC is usually implemented sub-optimally, and most
of its currently reported results can likely be improved

My claim:



A Closer Look at the Fisher Information
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Different Ways to Compute the Fisher:
(1) Exact
•  

 

I will refer to this option as EXACT
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Definition



Different Ways to Compute the Fisher:
(2) Sampling data points
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Different Ways to Compute the Fisher:
(3) Sampling labels
•  

 

I will refer to this option as SAMPLE
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Different Ways to Compute the Fisher:
(4) Empirical Fisher
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I will refer to this option as EMPIRICAL
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Different Ways to Compute the Fisher:
(5) Batched approximation of Empirical Fisher
•  
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Empirical Comparisons  –  Split MNIST

EXACT
EXACT (n=500)

BATCHED (b=128)

SAMPLE
EMPIRICAL

None
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Empirical Comparisons  –  Split CIFAR-10

EXACT
EXACT (n=500)

BATCHED (b=128)

SAMPLE
EMPIRICAL

None
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Conclusion
• The way in which the Fisher Information is computed can have 
substantial impact on the performance of EWC
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Recommendations
(1) When using EWC, give details of how the Fisher is computed
(2) Do not simply “use the best performing hyperparameters from 

another paper”, if you cannot guarantee that the Fisher is 
computed in the same way

(3) It might be better to estimate the Fisher with fewer training 
samples, than to cut corners in some other way


